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Abstract- Protein is a macro nutrient composed of amino acids that is esntial for the proper growth and
function of the human body. While the body can coreuct several amino acids required for protein
production, a set of fundamental amino acids needs be obtained from inimal and/or vegetable protein
sources. Cluster analysis is a one of the primaryadla analysis tools in data mining. Clustering ishe
process of grouping the data into classes or clusgeso that objects within a cluster have high simdrity in

comparison to one another, but are very dissimilar to obje in other cluster. Clustering can be
performed on Nominal, Ordinal and Ratic-Scaled variables. The main purpose of clustering i® reduce
the size and complexity of the dataset. In this pagw, we introduce the method clustering and its type’s -
Means and K-Medoids. The clustering algorithms are improved byimplementing the three initial
centroid selection methods instead of selecting desids randomly, which is compared by Davies Bouldi
index measure. Hence selecting the initial centroids selection byystematic selection (ICSS) algorithn
overcomes the drawbacks of selecting initial clusteeenters then other methods. In the yeast datasete
defective proteins (objects) are considered as oigts, which are identified by the clustering methods witr
ADOC (Average Distance between Object and Centroidjunction. The outlier's detection method anc
computational complexity method is studied and comgred, the experimental results shows that the -
Medoids method performs well when compare with the -Means clustering.
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[.  INTRODUCTION

Cluster analysis is a one of the primary data amliools in data mining. Clusing is the process of
grouping the data into classes or clusters sooffijatts within a cluster have high similarity imgoarison to on
another, but are very dissimilar to objects in oitlaster. Clustering can be performed on Nomi@atjinal anc
Ratio-Scaled variables. The main purpose of clustering isduce the size and complexity of the dat

Clustering is a division of data into groups of igmobjects. Each group, called cluster, consi$tsbjects
that are similar between themselvind dissimilar to objects of other groups. Repraagrdata by fewer cluste
necessarily loses certain fine details, but aclsiesimplification. It represents many data objegtéew clusters
and hence, it models data by its clusters. Dataefiragl pus clustering in a historical perspective rootes
mathematics, statistics, and numerical analysismFa machine learning perspective clusters correbspo
hidden patterns, the search for clusters is unsigeer learning, and the resulting system rsents a data
concept. Therefore, clustering is unsupervisedhlegrof a hidden data concept. Data mining death Varge
databases that impose on Clustering analysis additsevere computational requirements. Theseertuab lec
to the emergence qfowerful broadly applicable data mining clusterimgthods surveyed belc Types of
Clusters are

1. Partitional algorithms: Construct various partisand then evaluate them by some crite
2. Hierarchical algorithms: Create a hierarchical aegosition ofthe set of objects using some crite

This paper is organized as follows. Section Il prés an overview of Partitional Clustering techeisjand it
method. Section Il describes performance of Expental analysis and Discussion. Section IV pres
conclusion and future work.

[I.  PARTITIONAL CLUSTERINGMETHODS

The partitioning methods [22] generally result iset of M clusters, each object belonging to onstet.
Each cluster may be represented by a cer or a cluster representative this is some sort ofrsary descriptiol
of all the objects contained in a cluster. The jgeéorm of this description will depend on thedygf the objec
which is being clustered. In case where-valued data is availadl the arithmetic mean of the attribute vec
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for all objects within a cluster provides approf@ieepresentative, alternative types of centroig¢ e required
in other cases, and e.g., a cluster of documentbeaepresented by a list of those keywords tbetiin some
minimum number of documents within a cluster.
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Fig1l. Types of Partitional Clustering Method.

In this section, we discuss about the two typeRasfitional clustering algorithms are

. K-Means Algorithm
. K-Medoids Algorithm

1. K-Means Algorithm:

K-Means [7], [8], [16] is one of the simplest unswjsed learning algorithms that solve the well wno
clustering problem. The procedure follows a singohel easy way to classify a given data set througbrin
number of clusters (assume k clusters) fixed aripfidie main idea is to define k centroids, onedach cluster.
The next step is to take each point belonging givan data set and associate it to the nearesboaritvhen no
point is pending, the first step is completed anckarly group is done. At this point, it is needdecalculate k
new centroids as centres of the clusters resuftimy the previous step. After these k new centroasiew
binding has to be done between the same data @oidtthe nearest new centroid. A loop has beerrgiete As
a result of this loop it may notice that the k ceitls change their location step by step until myerchanges are
done. In other words centroids do not move any more

The K-Means algorithm is effective in producing stkrs for many practical applications. But the
computational complexity of the original K-Meangaiithm is very high, especially for large Datassthe K-
Means clustering algorithm is a partitioning clustg method that separates data into K groups.réal life
problems, the effective clusters centroids canmiriitialized. To overcome the above drawback theent
research focused on developing the clustering igltgos instead of selecting the initial centroidsdamly.

a. Advantages of K-Means Algorithm

. It is easy to implement and works with any of stendard norms.
. It allows straightforward parallelization.
. It is incentive with respect to data ordering

b. Drawbacks of K-Means Algorithm

e The final clusters do not represent a globalmjatition result but only the local one, and con®let
different final clusters can arise from differerncehe initial randomly chosen cluster centres.
*  We have to know how many clusters we will havéhatfirst

2. K-Medoids Algorithm:

K-Means clustering is sensitive to the outliers ansget of objects closest to a centroid may be wnipt
which case centroids cannot be updated. For tlisore K-medoids clustering are sometimes used, evher
representative objects called medoids are consldeséead of centroids.

The K-Medoids algorithm [6], [9], [10], [17] is dustering algorithm related to the K-Means algarittiBoth
the K-Means and K-Medoids algorithms are Partiticeahnique of clustering that clusters the dataofen
objects into k clusters with k known a priori atbth attempt to minimize squared error, the distametween
points labelled to be in a cluster and a pointgiesied as the center of that cluster. In contashe k-means
algorithm, K-Medoids chooses data points as cefieesloids or exemplars)

The basic strategy of K-Medoids clustering alganithis to find k clusters in n objects by first &rduiily
finding a representative object (the Medoids orrapkars) for each cluster. Each remaining objedlustered
with the Medoid to which it is the most similar. Medoids method uses representative objects aseneier
points instead of taking the mean value of theaibji each cluster. The algorithm takes the imamameter k,
the number of clusters to be partitioned among afse objects.
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In this paper, these two clustering algorithms executed, compared and also identify the bestarinst
algorithm from the observed values from variousatibn which are explained in the following section

[ll.  PROPOSEDAPPROACH

In this paper, the proposed approach is mainly @otmating on stopping criteria, which is used tpste
clustering algorithm more effectively than otheitazia. Second one is selecting initial centroidestion using
three centroid selection methods to produce théebeesults in clustering methods. Third one islieut
detection, which is used to detecting outliershie given dataset and yields the better resultdustaring
process. The last one is time complexity whichampared by the k-means and k-medoids. These prdpose
works are explained briefly in the following sectio

A. Sopping Criteria

The K-Means algorithm is said to have converged nmezomputing the partitions does not result in a
change in the partitioning. In the terminology tha are using, the algorithm has converged coniplethen
C%and ¢~ ? are identical. Sometimes the convergence of theaids (i.e.  and ¢*? being identical) takes
several iterations. Also in the last several ifera, the centroids move very little. As running tbxpensive
iterations so many more times might not be effigi@re need a measure of convergence of the ceatsoidhat
we stop the iterations when the convergence aitne met.

The objective function (Mean Square Error) [21]used as the convergence criteria for the K-Means
algorithm, it aims to minimize the sum of squareeand it shows better cluster result.

=38 Iy |l — ol 2 (1)
Where J is the objective function||x; — ;]| Z is is a chosen distance measure between a dataxpaimd the
cluster centre;cis an indicator of the distance of thelata points from their respective cluster centres.

B. Initial Centroid Selection Methods

The initial centroids play the main role in the stkring process. In the original k-means algoritttne
initial centroids are taken just randomly out of fhput data set. But this random selection ofahitentroids
leads the computation of the algorithm into localima. Say, k is determined to be 3. If from a giviata set
we select first 3 points as initial centroids awmmpute the kmeans algorithm. Next time supposeelecsthe
last 3 points as the initial centroids and furttt@rd time let we select any 3 arbitrary data peias initial
centroids and compute the k-means algorithm. Hawoh the end clustering results will come out tadiféerent.
Then we have to analyze which one is the most qjate result. Thus with the random selection dtiah
centroids there is no guarantee that the k-meaymitdm will converge into best results. This is fimitation
which needs to be dealt with in order to make tlmedans algorithm more efficient.

Sometimes the algorithm produce bad clusteringltesiue to selecting centroids randomly in the give
data set, to avoid this problem, we introduce thiferent methods to select the initial centrofds the K-
Means algorithm are listed and explained below.

1. Systematic Selection Method

2. systematic with Interval Method

3. Elimination Method

Algorithm 3: Initial Centroid Selection by Systentaelection (ICSS) method
Steps
1. Using Euclidean distance as a dissimilarity megstwenpute the distance between every pair of all
objects as follows:

dU=Ji£&;t;;;Lj=1mn @

2. CalculateM; to make an initial guess at the centers of thetetss
M 4 j=1.mj=1.n 3)

U Sy

CalculateZ?leiZ,- =tm) at each object and sort them in ascending order.

4. Select Kobjects having the minimum value as initial clustexdoids.
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Algorithm 4: Initial Centroid Selection by Elimiriah (ICSE) Method [1], [14].
Input:
D =41, d2,.....,dn} // set af data items
K // Number of clusters
Output: A set ofkinitial centroids.
Step:
1. Setm=1.
2. Compute the distance between each data point hathal data- points in the set D.
3. Find the closest pair of data points from the setnid form a data-point set Am (1<= m <= k) which
contains these two data- points, Delete these at@ jpoints from the set D.
4. Find the data point in D that is closest to theagatint set Am, Add it to Am and delete it from D.
Repeat step 4 until the number of data points inrAathes 0.75*(n/k);
6. If m<k, then m = m+1, find another pair of datameifrom D between which the distance is the
shortest, form another data-point set Am and délhetan from D, Go to step 4.
7. For each data-point set Am (1<=m<=k) find the amittic mean of the vectors of data points in Am,
these means will be the initial centroids.

o

Algorithm 5: Initial Centroid Selection by Systencatvith Intervals (ICSSI) method

Steps:

1. Using Euclidean distance as a dissimilarity megstwenpute the distance between every pair of all
objects as follows:

di]' = Z:(Xia _X]_a)Z i=1 n,j =1...n (4)

2. CalculateM;; to make an initial guess at the centers of thetetss

My==2— i=1.mj=1..n (5)

n .
i=1d1]

2 .
Calculate YL, Mj G=1..1) at each object

Sort all objects in the order of values of the ehrogariable.
Divide the range of the above values into K edptairvals
Select one object randomly from each interval adnhial centroid.

o g~ w

C. Outliers Detection
The data objects that do not comply with the gdnieehavior or model of the data, Such data objects,
which are grossly different from or inconsistenthwthe remaining set of data, are called outligis[fL2], [13].
The outliers may be of particular interest, suchnathe case of fraud detection, where outliers nmaljcate
fraudulent activity. Thus, outlier detection andalysis is an interesting data mining task, refetads outlier
mining or outlier analysis.
The outliers are detected by using various teclasguhich is listed below.
1. Statistical Tests
2. Deviation-based Approaches
3. Distance statistical model
4. Distance-based Approaches
5. Density-based Approaches
In this paper, the defective protein sequence ansidered as outliers which are detected by usitg t
clustering algorithms are K-Medoids and K-Meanshwilistance based outlier detection method. From the
above outlier techniques, we use the Distance Bastdod to detect the outliers.
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1. Outlier Removal Clustering (ORC) and Normalization

The objective of the [23] outlier detection algbnt that we call Outlier Removal Clusterig@RC) is to
produce a codebook as close as possible to the mexdor parameters that generated the original. data
consists of two consecutive stages, which are tegdeseveral times. In the first stage, finding thaximum
distance between the object and centroid in thetetuin the second stage, we assign an outlyisgiaesor for
each vector. Factor depends on its distance freneltister centroid. Finding the object with maximdistance
to the centroid

dmax = max{ ||xi - Ci|| } (6)

Outlyingness factors for each vector are then tafed. We define the outlyingness of a vestas follows:

0 — |[xi—Cil| (7)
L= dmax

We see that all outlyingness factors of the dataseinormalized to the scale [IJ. The greater the value, the
more likely the vector is an outlier.

Algorithm 6: Outlier Removal Clustering (ORC)
C—Run K-Means with multiple initial solutions
Forj=1to Il do
dmax = max {”xi - ci”}
Forl=1tondo
0, = |lxi—Cill

dmax

If @>T then
X=X 1 {k
endif
endfor

(C, P)=Kmeans(X, C)
endfor

The objects for whiclp; > T, are defined as outliers. By setting the thresholdl < 1, at least one vector is
removed. Thus, increasing the number of iterataons decreasing the threshold.

D. Computational Complexity

The required computational complexity of K-Meangaaithm [17], [10] isO(nkl). Where h' is the
number of data pointsk* is the number of clusters and is the number of iterations. To get the initiklsters
the required computational complexitydgnk). Here, some data points stay in the cluster itsadf some other
data points move to other clusters based on thkitive distance from old centroid and the new rcédt If the
data point stays in the same cluster then the medj@omplexity i90(1), otherwiseO(k). In each iteration, the
moving of data points to other clusters is decrealdence the total computational complexity foligrisg the
data points is to the clusters@$nkl).

The computational Complexity of the K-Medoids algun [10] is O(Ik(n-k)?). Here k’ is the number of
medoids andl” is the total number of iterations. The K-Medoidaithms having less number of iteration other
then K-Means algorithm to complete the clusteringcpss. Hence the K-Medoids algorithm has less
computational complexity compared to the originaWi€ans clustering algorithm.

V. EXPERIMENTAL ANALYSIS AND RESULTS
In this section, we describe the data sets usedhdtyses the methods studied in sections Il andethgts are
arranged and listed in the Table Il to Table Viymer of features are in column wise, and number of
items/samples are in row wise.

A. Dataset Description
In this research work, we use tyeastdataset [11], which is obtained from the websitamics.uci.edu.

Yeast Data Set: In this experiment, we use a yeast data set whashbeen used to find localization site of
protein. The data set contains 1400 records (ahjeetch with attributes (8 real-valued input fezgl. In the
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yeast dataset, eight features (attributes) are: used, gvh, alm, mit, erl,pox, vac, nuc. Proteins elassifiec
into various clusters. cytosolic or cytoskelet&Y{T), nuclear (NUC), mitochondrial (MIT), membrapeotein
without N-terminal sigal (ME3), membrane protein with uncleaved signaE@)l membrane protein wi
cleaved signal (ME1), Extracellular (EXC), vacudelAC), peroxisomal (POX), Endoplasmic reticulunmien
(ERL). We regard the objects having peroxisomaldtng signal in thiC-terminus (POX) value zero as norr
data, Whereas POX value greater than 2 as abnohm#is experiment we use all 1400 records as ab
objects and added some abnormal objects as ouMore related information about this data set caneehecat
http://archive.ics.uci.edu/ml/datasets/Yt.

B. Comparative study and Performance Analysis

1. Sopping Criteria

In this paper we define two kinds of convergendtega for the k-Means clustering algorithm which &
listed and defined as below.

Two types of convergence crite

» Centroid based criteria
» Objective function based crite

The K-Means clustering algorithr has converged completely whef énd ¢~ ¥ are identical. Where ©
is the centroid of the"iiteration, by this method the algorithms is exedui®o many iteration to avoid th
situation we use the altmative method called Objectiveunction which reduce the iteration count, the ofdjec
function is described in the equation fronection Il

The K-Means algorithm isxecuted by the two Stoppi criteria methodsvith the various cluster valu
and the observed DB index vakiare listed in the followingable 1.

TABLE I. Stopping Criteria For K-Means
Stopping criteria
S.Nc | Clusters Objective function | Centroid method
1 5 1.3800 1.3836
2 10 1.5178 1.5417
3 15 1.5162 1.5276
4 20 1.5414 1.525
5 25 1.5300 1.5292
6 30 15110 1.5132
7 35 1.4833 1.5039
8 40 14131 1.4856
9 45 1.4661 1.4667
10 50 1.4708 1.4651
. . m MSE
Stopping criteriantroid
1.55 ~
1.5 A
1.45 A
3
s 14 7
£
o 1.35 1
o
1.3 A
1.25 -
5 10 15 20 25 30 35 40 45 50
Clusters

Fig 1. Stopping Criteria for K-Means
From the figure lwe can able to identify that the objective fuontbased convergence criteria is produce
minimum DB index value for the #/eans algorithm from different cluster values.
2. Initial Centroid Selection Methods

Performance of K-Maas clustering algorithms which converges to numgioaal minima depends high
on initial cluster centers. Generally initial clestcenters are selected randomly. In this sectio®,initial
centroid selection algorithm is compared with randeentroic selection method, the initial ntroid selection
algorithms [9 is already explained in Algorithm, 4 and 5 here the dataset is constantly fixec the different
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clusters, the three methods are executed and #enations are listed in the below Table Il andrthesults
shows that the performance of the K-Means algorighimproved.

TABLE II. Initial Centroids Selection Methods For K-Means
Initial Centroid selection method
S.No | Clusters| Systematic | Systematic with Interval | Elimination
(1CS9) (csl) (ICSE)
1 2 1.5612 1.5265 1.5801
2 4 1.3097 1.3217 1.5125
3 6 1.3701 1.3323 1.4264
4 8 1.3198 1.4071 1.3878
5 10 1.3612 1.3915 1.4224
6 12 1.4285 1.4042 1.4561
7 14 1.3005 1.3441 1.4012
8 16 1.4154 1.3902 1.3368
9 18 1.3474 1.3999 1.4159
10 20 1.2784 1.3032 1.3875
Initial centroid
- == |CSI|
selection Method ___ ..
1.6
1.5 -
x
5
£14 - > %. _—
o)
(a]
1.3
1.2
2 4 6 8 _10 12 14 16 18 20
Clusters
Fig 2. Initial Centroid selection chart for K- Means

From the figure 2 clearly shows that the DB indealue for the initial centroid selection by Systeimat
Selection (ICSS) method achieve better results tharlCSI and Elimination method for most of thffetent
clusters values. Hence the ICSS method for setgatitial centroids proved to improve the perforroamf the

K-Means method.
3. Outliers Detection

The K-Means and K-Medoids clustering algorithms ased to find the outliers, here the outliers detc
from various method. In this paper the outliersidemtified by the method which is discussed irtisecll, the
both algorithms are able to identify the outliefisiath are listed in the Table IlI.

TABLE III. Outliers Detections Methods
Outlyingness Outliers
S.No | Clusters parameter K-Means | K-Medoids

1 0.9 6 9
2 0.8 15 19
3 0.7 33 29
4 0.6 51 67
5 10 0.5 79 71
6 04 91 103
7 0.3 133 168
8 0.2 167 204

220



International Journal of Computational Intelligence and Informatics, Vol. 2: No. 3, October- December 2012

Outlier Detection

250 + ®m K-Means
m K-Medoid

200 A

[any

(Sa)

o
1

Outliers

100 -+

50 A

3 6 9 12 15 18 21 24
Clusters

Fig 3. Outlier's Detection chart for K-Means and K-Medoids

From the Figure 3the outliers are detected by both clustering algori with the help of the outlyingne:
parameter but the Kiedoids clustering algorithms is detecting more hamof outliers then the -Means
clustering algorithm due to k-&tloid: clusteringhaving minimum intra cluster distar (distance between the
object and centroid)r more compact, hence th-Medoids clusteringlgorithm is more efficient to identify tt
outliers then K-Means clusteringgarithm but not effective for large data:

4. Computational Complexity

The Computationatomplexity of the two algorithms are discussed hie section , thecomputational
complexity of the KMeans and -Medoidsclustering algorithms are calculated with variahsster value:
then the computationabmplexity vdues are listed in the Table IV.

TABLE IV. Computational Complexity For Clustering Methods

COMPUTATIONAL COMPLEXITY
S. N¢. | Clusters (in seconds)
K-Means K-Medoid
1 2 0.0184 0.0071
2 3 0.0457 0.0154
3 4 0.0939 0.0441
4 5 0.1181 0.0475
5 6 0.0534 0.0316
6 7 0.1071 0.0861
7 8 0.0841 0.0478
8 9 0.1122 0.0472
9 10 0.1061 0.0342
Computational Complexity B K-Means
K-Medoid
0.14
0.12
0.1
_g
20.08
]
 0.06
wn
0.04 -
0.02 - -
0 .
2 4 6 8 10 12 14 16 18
clusters
Fig 4. Computational complexity chart for clustering metho

From the figure 4, th€omputatione complexity of the K-Means and Kledoids algorithms arclearly shown,
the KMedoid clustering algorithm obtain the minimicomputationalcomplexity for all the different clust
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values due to K-Medoid algorithm converged with Bmamber of iterations, Hence the K-Medoids clusig
algorithm is better than the K-Means algorithm.

V. CONCLUSION

In this work, the Partitional clustering methode atudied and apply the K-Means algorithm with otije
function to find the optimal number of cluster ceids. One of the demerits of K-Means algorithnraiadom
selection of initial seed point of desired clustdrkis was overcome with three initial cluster ceiat selection
methods for finding the initial centroids to avdige selecting centroids randomly and it producésréint better
results. Here the outliers (defective protein) @vasidered as dissimilar objects which are locatethe each
cluster. The outlier's detection and computatiarahplexity for the both clustering algorithms atedéed, tested
and detected, but the K-Medoids method perform weeyl to detect outliers and having less computetio
complexity then K-Means due to the k medoids chisgealgorithm converged within few iteration. Bathe
algorithms were tested with Yeast dataset and sisathe performance at various cluster values uBags
Bouldin measurement. Therefore, compare differ&rgtering algorithms with various cluster validityeasures
are used to improve the cluster performance amaialprove the K-Medoids algorithm for large dataisebur
future work.
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